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Abstract. Effective use of Big Data can significantly support the development of smart cities and the new digital economy. The aim of the 
article is a multi-criteria evaluation of IT systems in terms of Big Data processing, taking into account the support for the development 
of smart cities. The article includes theoretical and empirical research. The adopted criteria for assessing the architecture of IT systems 
relate to barriers to the implementation of the digital economy in smart cities and the guidelines of international data strategies. The 
evaluation covered, among other things, cybersecurity and the effectiveness of organizing, storing, and producing new information. The 
research results allowed us to identify the key factors of Big Data processing efficiency. Based on the research results, an effective model 
of Big Data processing in organizations was developed. In particular, various data models were analyzed as one of the main elements of 
software architecture of information systems. The research also focused on data processing techniques such as data warehousing, machine 
learning, and distributed computing. The efficiency factors of IT systems identified in the research reduce barriers to developing global 
data strategies and smart cities.
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1. Introduction

One of the fundamental postulates of sustainable development is promoting the concept of smart cities and the 
new digital economy. The development of smart cities involves using various information and communication 
technologies (ICT) to increase the quality and efficiency of the available urban infrastructure (e.g. Korneć, 
2020; Zhao et al., 2020; Koman et al., 2022). From a technical point of view, the functioning of smart cities 
requires the use of data collected through a variety of sensors to automate services, improve efficiency, and 
reduce costs and environmental damage (Ullah et al., 2021).

The broadly understood development of digital services implemented in smart cities means the need to ef-
ficiently process data collected using various sensors and Internet of Things (IoT) devices. The data collected 
and processed in the various functional sectors of smart cities have a heterogeneous structure that changes over 
time and often has to be processed in real-time. Therefore, IT systems supporting digital services in smart cities 
operate in Big Data conditions.
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Key organizations supporting socio-economic development emphasize that Big Data will be one of the funda-
mental pillars of sustainable development in the future. The European Union implements Big Data-oriented 
strategies in shaping the digital future of Europe, which translates into increased productivity of all sectors of 
the economy and supports sustainable development (Big data, website state as of May 6, 2022; A European 
Strategy for data, website state as of May 6, 2022).

In the source literature, Big Data’s definition is often based on indicating the key attributes of such datasets. 
The classic definition of Big Data is based on the 3V model, which includes such attributes as volume, velocity, 
and variety (Laney, 2001). The first attribute indicates large volume datasets, challenging to store in classic da-
tabase systems. The velocity attribute refers to requirements within the aspect of time necessary for processing 
data. Big Data often flow in streams, and their processing is carried out in time close to real. The variety attri-
bute emphasizes the occurrence of unstructured data with an incoherent structure. The 3V model was expanded 
to the 5V model, in which the veracity and value attributes were added (Lomotey & Deters, 2014). The veracity 
attribute considers requirements in the aspect of data integrity and authenticity. The value attribute establishes 
the requirement of defining criteria for selecting data worth being analyzed.

It is, therefore, crucial to find a solution to the problem of creating an IT system that will efficiently process Big 
Data, considering the implications for the development of smart cities and international data strategies. Cox 
and Ellsworth (1997) presented a layered visualization and data management model, including visualization 
algorithms, data models, data management, and distributed data storage. The expressed concept constitutes a 
technical approach enabling analysis of the key components of the architecture of IT systems within the context 
of Big Data processing. The IT perspective can be extended to a smart city development perspective and inter-
national data strategies. Effective use of Big Data can promote the development of smart cities by optimizing 
and automating processes and supporting decision-making.

2. Related works

Big Data is an interdisciplinary concept and can be considered on many levels. For the purposes of this paper, a 
literature review was made on supporting selected functional sectors of smart cities through the use of Big Data. 
Knowledge discovered through Big Data processing is the key to improving quality, implementing innovation, 
better personalization, and making city services smarter. On the other hand, many Big Data projects in organi-
zations operating in smart cities fail (see e.g., Barham & Daim, 2020). Also, for this reason, the recognition of 
the factors of the effectiveness of Big Data processing by the organization’s IT systems is crucial. The literature 
review related to the topic was carried out, taking into account the key functional areas of smart cities (Table 1).

Table 1. The benefits of using Big Data in selected functional areas of smart cities

Selected functional  
sectors of smart 

cities
Application areas of Big Data Source

Security - improving the privacy and security of data management in smart cities
- increasing citizens’ rights to access data

Chen et al. (2021)

Environmental  
protection

- municipal waste management
- support for the green supply chain
- improving regional environmental management
- promoting the ecological transformation of hospitals
- assessment of the perception of environmental pollution by multiple  
stakeholders

Limba et al. (2020)
Liu et al. (2022)

Benzidia et al. (2021)

Healthcare

- better diagnosis and prevention of diseases
- improving the quality of medical services
- supporting the semantic interoperability of medical data
- promoting the concept of intelligent hospitals
- the use of IoT ecosystems to support medical processes

Pustochin et al. (2021)
Ullah et al. (2017)

Karatas et al. (2022)
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Public transport

- discovering users’ hidden travel patterns
- dynamic optimization of vehicle resources
- promotion of sustainable transport
- supporting the concept of the sharing economy
- supporting the low-carbon smart green tourism

Bi & Ye (2021)
Ma et al. (2021)

Energetics

- intelligent thermostats for building heating control
- energy conservation for IoT ecosystems
- supporting the energy efficiency of smart cities

Esrafilian-Najafabadi,  
& Haghighat (2021) 
Khan et al. (2017)

Anthopoulos & Kazantzi (2022)

Source: Own work based on a literature review.

The effective use of Big Data can significantly contribute to increasing the level of privacy and security in 
sustainable cities. Chen et al. (2021) proposed a holistic approach to intelligent Big Data modeling to improve 
the privacy and security of data management in smart cities. The authors reasonably point out that Smart City 
systems require different data protection methods against cybercrime and malicious attacks on data manage-
ment servers. From the point of view of this article, it is essential that the cited studies indicate that smart city 
software generates huge amounts of data in various formats coming from various domain areas, such as traffic, 
electricity, education, health care, and development. In this article, the factors that affect data processing ef-
ficiency in various formats will be analyzed further.

Environmental protection in sustainable cities can be significantly improved through the effective use of Big 
Data. Limba et al. (2020) analyzed Big Data applications in the municipal waste management sectors and 
cryptocurrencies as elements of Industry 4.0. The research findings of the cited studies indicate the possibility 
of effective application of Big Data in both sectors. However, the authors identified both positive and nega-
tive elements and barriers to implementing Big Data (see e.g., Limba et al. 2020). In turn, Liu et al. (2022) 
conducted multi-stakeholder perception research on environmental pollution based on Big Data. In the cited 
studies, the authors used Big Data to assess the perception of the environment by various stakeholders (society, 
government, media, companies, and scientists). Thanks to the conducted analyzes, it is possible to improve the 
regional environmental management to develop sustainable cities.

A key area of smart cities is healthcare. Big Data analyzes in healthcare can significantly improve medical 
services, earlier disease detection, and better prevention. Pustochin et al. (2021) proposed to optimize the 
deep learning method and Big Data analysis in healthcare for 5G mobile networks. In particular, the authors 
developed a new feature selection concept based on Big Data analysis and the Deep Belief Network disease 
diagnostic model. In the context of the research carried out in this article, it is crucial that the cited authors 
emphasize the significant heterogeneity of data in the healthcare sector, which occurs due to the integration of 
various biomedical data sources. In particular, quantitative data such as sensor data, gene matrices, laboratory 
samples, and qualitative data, e.g., text, were highlighted. Data heterogeneity as one of the key features of Big 
Data will be further explored in this article.

Ullah et al. (2017) presented a semantic interoperability model for Big Data based on IoT applications in 
healthcare. Research has shown that semantic data analysis makes it possible to identify hidden patterns in Big 
Data sets. Thanks to this, it is possible to implement an intelligent cloud that supports healthcare in terms of 
treatment strategies and counteracting the symptoms of various diseases.

Karatas et al. (2022) indicated how Big Data changed the nature of healthcare in the era of Industry 4.0. The 
authors highlighted areas of IoT systems in healthcare that enabled the implementation of complete ecosystems 
consisting of intelligent sensors and cloud services. Based on the research carried out in the cited article, it was 
concluded that Industry 4.0 is an integral part of future solutions in smart factories and intelligent hospitals. 
Thanks to Big Data analysis, software, technologies, and processes can generate better results while minimiz-
ing time and costs.

Big Data analysis can also significantly support the development of public transport in sustainable cities. Bi & 
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Ye (2021) developed a method based on Big Data analysis to discover the hidden patterns of user travel. By 
discovering user behavior, it is possible to optimize vehicle resources dynamically. As a result, research find-
ings promote sustainable transport and support the sharing economy concept to develop an environmentally 
friendly community. Various Big Data analysis methods were used in the cited studies, including pattern analy-
sis, cluster analysis using k-means clustering based on POI data, and the BoW (Bag-of-Words) algorithm. In 
this article, various Big Data methods and techniques will be subjected to a multi-criteria analysis.

Ma et al. (2021) used Big Data to support low-carbon smart green tourism. The authors analyzed the impact 
of big data marketing techniques on the durability of low-emission supply chains in tourism. Research results 
show that Big Data analysis enables the creation of intelligent and personalized recommendations for low-
carbon tourism. In terms of environmental protection, the research results obtained allow low-emission tourism 
to become more intelligent and promote the concept of environmental protection among tourists. The obtained 
research results contribute to making optimal decisions in green tourism, taking into account the purchasing 
behavior of tourists regarding low-emission services.

Big Data analytics is also used in the energy sector of smart cities. Khan et al. (2017) proposed an energy-
saving IoT architecture that can be implemented in smart homes and cities. The authors indicated that planning 
is one of the ways to minimize IoT ecosystems’ energy consumption. The solution presented in the cited article 
is based, among other things, on the analysis of data obtained from sensors monitoring the operation of IoT de-
vices so that they can be intelligently turned off in order to save energy. The research used the Big Data analysis 
method based on the MapReduce paradigm and the Hadoop distributed file system. The indicated techniques of 
Big Data analysis will be examined in this article in the context of effectiveness.

Anthopoulos & Kazantzi (2022) defined the taxonomy of energy efficiency and analyzed the models of its evalu-
ation in cities in terms of artificial intelligence and big data. The authors emphasized that energy efficiency is a 
key issue for the sustainability of today’s and tomorrow’s cities. It has been reasonably argued that new technolo-
gies implemented in smart cities such as blockchain, electric vehicles, autonomous vehicles, smart buildings, 
artificial intelligence, and Big Data challenge identified urban energy efficiency because they require enormous 
amounts of power. The results indicate that more research is needed to reduce AI and Big Data energy consump-
tion to improve the profits generated by these technologies. In the field of energy-saving, there are practical 
implementations of the use of artificial algorithms that bring real benefits. Esrafilian & Haghighat (2021) devel-
oped a deep learning HVAC control method for online pre-conditioning time estimation in buildings. 

Finally, Big Data can contribute to the improvement of environmental protection. Benzidia et al. (2021) ana-
lyzed the impact of Big Data and artificial intelligence on the integration of green supply chain processes and 
the environmental performance of hospitals. The authors have shown, among other things, that decisions based 
on Big Data and artificial intelligence have a positive impact on green supply chains and the integration of 
environmental processes, which makes it possible to improve environmental performance. The research shows 
that Big Data and artificial intelligence allow for the adoption of an effective decision-making model to select 
suppliers based on environmental criteria and promote the ecological transformation of hospitals.

3. Research methodology

The aim of the article is a multi-criteria assessment of selected components of IT systems architecture in terms 
of Big Data processing, taking into account international data strategies and the development of smart cities. 
For this purpose, the key factors determining the effectiveness of Big Data processing in IT systems of modern 
organizations were identified.

The following specific objectives were distinguished in the research:
1) Development of meta-model requirements for Big Data processing in relation to the digital economy and 
smart cities requirements.
2) Assessment of IT systems architecture in Big Data processing based on the results of empirical research.



JOURNAL OF SECURITY AND SUSTAINABILITY ISSUES
ISSN 2029-7017 print/ISSN 2029-7025 online

143

3) Identification of the key factors of Big Data processing efficiency.
4) Defining an effective Big Data processing model.

The article uses research methods referring to software engineering, information systems modeling, mathemati-
cal modeling, empirical diagnostic survey, and statistical analysis.

Theoretical considerations concern the identification of scientifically justified requirements for selected com-
ponents of IT systems architecture in the field of effective Big Data processing. In particular, data models were 
analyzed as one of the main components of software architecture of IT systems. The research included both 
the traditional relational model approach as well as NoSQL data models. The research also focused on data 
processing techniques such as data warehousing, machine learning, and distributed computing. Another key 
element of the research was the cybersecurity assessment of Big Data processing. Moreover, the adopted cri-
teria for assessing IT systems in organizations relate to information management strategies and challenges in 
implementing the digital economy.

The theoretical analyzes carried out made it possible to determine the dependent and independent variables for 
empirical research. The empirical research aimed to identify the key factors of Big Data processing efficiency 
in organizations. Finally, the holistic approach to the research topic allowed to define the model of effective Big 
Data processing in organizations supporting the development of smart cities.

4. Theoretical basis of research – Big Data processing metamodel in organizations

According to the systemic approach, the information system can be seen as a multi-level structure that al-
lows the user to process input data into output valuable information from the decision-making point of view. 
However, it should be pointed out that in the literature, one can find research approaches emphasizing the 
multidimensionality of the organization’s information system. In particular, technical, social, socio-technical, 
and process perspectives can be distinguished (Boell & Cecez-Kecmanovic, 2015). On the technical side, an 
information system can be defined “as a set of interrelated components that collect (or retrieve), process, store, 
and distribute information to support decision making and control in an organization” (Laudon & Laudon, 
2012, p. 15). On the other hand, the technical perspective mainly concerns hardware and software, including 
computer networks, databases, and data analysis algorithms. In the general perspective, the organization’s 
information system realizing Big Data processing can be interpreted as a function f realizing the transforma-
tion of Big Data into valuable business knowledge at the operational, tactical, or strategic management level. 
The implementation of the function f in the general framework of the Big Data processing metamodel should 
include data models, analytical procedures and algorithms, and the organization of information processes in 
line with international data strategies. The framework metamodel of Big Data processing in organizations is 
presented in Figure 1.
 

Data 
models
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algorithms

Information  
management

Cybersecurity Requirements

Organization Information System

Business 
knowledge
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Volume
Velocity
  Variety

International strategies in the context of the digital economy and smart cities

Figure 1. Big Data processing metamodel in organizations

Source: Own work.
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4.1. International data strategies in the context of developing the new data economy and smart cities

International data strategies emphasize the importance of effective Big Data processing in creating social prog-
ress and economic growth. The results of the public consultation, published on the European Commission’s 
website, show that businesses and citizens have opted for a data-driven fair economy (Data Act: Businesses and 
citizens in favour of a fair data economy, website state as of April 9, 2022). A public consultation was carried 
out in 2021 and focused on the importance and value of data for business and individual consumers (Data Act: 
Businesses and citizens in favour of a fair data economy, website state as of April 9, 2022). Many guiding prin-
ciples for data policy have been adopted to implement the data management strategy in the EU. In particular, 
these principles relate to data management, interoperability, data standards, data quality, and data cybersecurity 
(see e.g., European Commission, 2020). Implementing the postulates of European data spaces provides greater 
access to common data sets that can be effectively used in the economy, and society (A European Strategy for 
data, website state as of May 6, 2022).

The UN’s Sustainable Development Goals include the development of smart cities in a safe and sustainable 
manner (see e.g., Goal 11: Make cities inclusive, safe, resilient and sustainable, website state as of May 19, 
2022). To achieve the assumed postulates, cities implement intelligent technologies that help to face various 
crises and improve the quality of services. However, the development of the smart city concept also faces many 
barriers. In terms of the development of data platforms in smart cities, the following barriers can be mentioned 
in particular:
– the problem of unifying heterogeneous data streams from various sectors of the city’s functioning;
– the problem of ensuring effective data analysis to make decisions supporting the development of the city;
– the problem of interoperability of systems providing services in smart cities;
– data protection and privacy issues.

The above barriers can be minimized through appropriate Big Data processing strategies by the organization’s 
IT systems. In particular, it is crucial to consider all stages of the IT system life cycle, starting from the early 
stage of software modeling and programming. It is also indicated that mutual understanding between different 
stakeholders (managers, users, and programmers) influences the project’s success (Jenkin, Chan, & Sabher-
wal, 2019).

4.2. Data models

The selection of a data model at the design stage of an IT system directly determines the effectiveness of the en-
tire system in its life cycle. A properly selected data model translates into the effectiveness of Big Data process-
ing in terms of the relations’ context with implemented business processes. Computer Science provides various 
concepts in data models and database management systems. In the source literature, there is a division into re-
lational databases and No-SQL class databases (e.g., Szczepaniuk & Szczepaniuk, 2019). Relational databases 
include a classic formalized data model based on the mathematical basis of relationships; whereas NoSQL class 
databases represent a wide range of solutions other than the relational model. Both traditional relational data-
bases and NoSQL databases are used in Big Data processing. Currently, relational database technologies are the 
most popular in implementing business solutions. According to the Database Management System popularity 
ranking, the first four places are occupied by relational databases, and the fifth is taken by a document-oriented 
database (DB-Engines Ranking, 2022). Three key database solutions were selected for further research:
– relational databases,
– document-oriented databases,
– graph databases.

The formal theoretical model of relational databases dates back to the 1870s, and E. F. Codd, an IBM employee, 
developed it. Codd (1972) based on the mathematical concept of a relationship determined on the extended 
Cartesian product. Based on the formal model, relational databases ensure data integrity and compliance with 
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the ACID properties (atomicity, consistency, isolation, and durability). The high level of formalization of the 
data model carries limitations on processing files that meet the Big Data properties, especially regarding the 
speed and diversity attributes. Problems with the response time of complex SQL queries in relational databases 
and the lack of a flexible data model are well known.

The indicated restrictions of the relational model and the information needs of modern enterprises often imple-
mented in the conditions of heterogenous datasets forced IT to search for alternative models that will offer 
greater flexibility both at the stage of system implementation and in the subsequent processing and analysis of 
datasets (see e.g., Szczepaniuk and Szczepaniuk, 2019). As a result of these requirements, NoSQL database 
technologies have emerged that can support the volume, variety, and velocity attributes of Big Data. From 
the point of view of Big Data, document-oriented databases and graph databases deserve special attention. 
Document-oriented databases store data in documents identified by keys. Depending on specific implementa-
tions, the structure of documents may take various formats, e.g., XML, JSON, or BSON. The lack of imposed 
data schema is perfect for any modifications of the data model when processing Big Data sets regarding the 
variety attribute. Document databases make it easy to build, extend and modify the data model at any system 
implementation stage. However, it must be noted that maintaining the coherency and integrity of a database 
depends on the application. Document databases also do not guarantee reliability due to a lack of compliance 
with the ACID approach.

Graph databases are based on the mathematical concept of the direct multi-graph using its properties in vertices 
and edges, which store data entities and relations, respectively. The mathematical properties of a graph enable 
it to be effectively and quickly searched. The time required to process SQL queries with multiple JOINs may 
be significantly longer than the time needed to query the same data in a graph database (Szczepaniuk, 2017). 
Another advantage of a graph database is the ability to implement an additional layer of semantics. Relations 
between graph nodes can increase the efficiency of machine learning and artificial intelligence algorithms (see 
e.g., Szczepaniuk and Szczepaniuk, 2019). 

The characterized data models have specific features as well as possibilities and limitations related to their 
implementation in Big Data. The comparison of data models in Big Data processing is presented in Table 2.

Table 2. Overview of chosen data models in Big Data

Data 
model Components Opportunities and limitations in Big Data processing

R
el

at
io

na
l

−	data tables;
−	primary 

and foreign 
keys;

−	relations 
between 
tables;

O
pp

or
tu

ni
tie

s −	 suitable for statistical analyses
−	 compliance with ACID
−	 easy storing and processing of structured data
−	 the high-quality data source for data warehouses, distributed computing, and Machine Learning;

Li
m

ita
tio

ns −	 need for relational-object mapping using object-oriented programming languages; 
−	 difficult storing of unstructured data;
−	 long time required to download data from the database;
−	 restrictions on embedded data types and the length of data fields;

D
oc

um
en

t

−	documents 
in JSON, 
BSON, 
XML 
formats;

−	document 
collections;

O
pp

or
tu

ni
tie

s −	 an additional layer of database semantics resulting from the relations in a graph;
−	 fast data search based on mathematical graph searching algorithms;
−	 relations within a database-oriented;
−	 transaction support will enable integration with other databases;

Li
m

ita
tio

ns −	 a large number of transactions challenging to process;
−	 difficult to implement analytical queries regarding an entire database;
−	 possible restrictions regarding concurrent and parallel data access operations;
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G
ra

ph

−	graph 
vertices;

−	graph 
edges;

O
pp

or
tu

ni
tie

s −	 the flexibility of the data model and schema due to the lack of a strictly defined data structure;
−	 good cooperation with object-oriented application code due to lack of need for ORM mapping;
−	 primary and secondary indexing mechanisms to increase data search speed;
−	 embedding data in documents allows a smaller number of queries to download large amounts of 

data;
Li

m
ita

tio
ns −	 lack of standardized one query language;

−	 complex integration with data warehouses due to possible data incoherency;
−	 data redundancy possible;

Source: Own work.

The effectiveness of an organization’s information system and business data analysis algorithms directly de-
pends on the data models used in operational database systems.

4.3. Data analysis procedures and algorithms

Another metamodel element for processing Big Data in an organization involves extracting knowledge and 
information from data useful for management and decision-making. Three key technology classes are distin-
guished: data warehouses, distributed processing, and machine learning. 

Data warehouse (DW) may constitute a basis for business analysis and support decision-making processes in 
an organization that processes large datasets. DW have proven their usefulness in Big Data processing and sup-
porting managers in making decisions considering a whole organization (Bhatia et al., 2019). DW enables the 
integration, storage, and analysis of business data from various subsystems. One of the basic functionalities of 
DW is the ability to integrate and standardize data stored in the company based on various models (e.g., rela-
tional, document, column, chart) and data from poorly structured sources, e.g., from flat files. For this purpose, 
DW uses the ETL mechanism (Extraction, Transformation, and Load). DW contains clean, integrated data from 
various sources transformed into a uniform structure (Bhatia et al., 2019). In DW, data is modeled in a schema 
consistent with a multidimensional cube concept, followed by analytical processing queries (OLAP) that help 
decision-making (Scabora et al., 2016). DW use BI tools, data mining, and reporting services to transform input 
data into business information. Some researchers note that due to technological progress, classic data ware-
houses are less and less suitable for storing business data with the current demand of companies, especially in 
Big Data processing (see e.g., Panwar & Bhatnagar, 2020). Among the main reasons for this are limitations 
related to the ETL process, where analytical plans should be known before loading data into warehouses (see 
e.g., Panwar and Bhatnagar, 2020). For this reason, an approach towards concepts that synergistically combine 
the key assumptions of data warehouses and distributed processing is required. 

It is widely recognized that the key to success in Big Data processing are efficient parallel and concurrent com-
putation algorithms while meeting scalability and performance requirements (Maitrey & Jha, 2015). Recently, 
the MapReduce framework, which enables the fulfillment of the indicated requirements, is gaining popularity. 
A significant number of researchers point to the significant benefits of using parallel processing paradigms 
based on the Apache Hadoop MapReduce programming platform in processing Big Data (see e.g., Lin et al., 
2020; Maitrey & Jha, 2015; Dittrich & Quiané-Ruiz, 2012). Hadoop MapReduce is a programming approach 
that allows the implementation of parallel processing algorithms using multiple computing units (nodes) organ-
ized in a cluster architecture.

Artificial intelligence (AI) is another class of technology gaining popularity in the field of Big Data process-
ing, with particular emphasis on machine learning (see e.g., Krishnamoorthy et al., 2020; Stergiou et al., 2020; 
Zhou et al., 2017; Obermeyer & Emanuel, 2016; Qiu et al. 2016; Al-Jarrah et al., 2015; Xing et al., 2015). IT 
systems using machine learning are used in areas requiring Big Data processing, such as astronomy, biology, 
climatology, medicine, finance, and economy (Al-Jarrah et al., 2015). Machine learning is related to analyzing 
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learning processes and developing systems to improve their functioning based on experience (Stefanowski, 
2009). In computer science, there are multiple classifications related to machine learning, which are based on 
different concepts in AI. However, among machine learning algorithms, the following, among others, are used: 
artificial neural networks, deep learning, regression algorithms, decision trees, Bayesian algorithms, clustering 
algorithms, and associative algorithms. Machine learning algorithms are capable of solving complex nonlinear 
problems. The quality of the input data determines the effectiveness of Machine learning algorithms. Machine 
learning algorithms can also be powered by Big Data sets, which makes it possible to use the potential of large, 
unstructured data sets. Machine learning algorithms can use Big Data to learn, predict or automate processes 
in an organization.

Some researchers point out that, despite the undoubted potential of Machine learning, most traditional tech-
niques are not efficient or scalable enough to effectively process data that fulfills all Big Data attributes (see 
e.g., Qiu et al., 2016). This implies the need to conduct research on the adjustment of Machine learning to 
process large data sets, especially within 5V attributes. The characterized technologies have specific features as 
well as opportunities and limitations related to their implementation. The comparison of the analyzed technolo-
gies is presented in Table 3.

Table 3. Overview of Big Data processing technologies

Technologies Components Opportunities and limitations in Big Data processing

Data  
Warehouse

−	data sources
−	data integration 

(ETL)
−	analytical cube 
−	reporting 

services, BI, data 
mining

O
pp

or
tu

ni
tie

s −	 integration of data from various sources, database management systems, and flat 
files into a multidimensional analytical model; 

−	 with the help of BI tools, reporting services, and DW data mining, they enable the 
transformation of data into business information;

−	 supporting decision-making based on OLAP analytical queries;
−	 storage, aggregation, and analysis of data covering a wide time horizon;

Li
m

ita
-

tio
ns

−	 the need to plan analytical strategies before building a multidimensional model;
−	 implementation of IT systems utilizing data warehouses is typically related to high 

costs and long implementation period; 

Machine 
Learning

−	input data, 
training, and test 
sets;

−	Machine learning 
algorithms

O
pp

or
tu

ni
tie

s

−	 improving decision-making by automating prioritization;
−	 use of historical and incoming data;
−	 data analysis using predictive algorithms;
−	 task automation due to supporting business processes with IT systems using 

machine learning;
−	 predicting the effects of a decision before making it.

Li
m

ita
tio

ns −	 ineffective learning process on unstructured data;
−	 possible interference in the operating of machine learning algorithms if the data 

contains incorrect values;
−	 difficult cooperation between different machine learning algorithms;

Distributed  
Processing

−	distributed file 
systems;

−	a platform for 
managing cluster 
resources;

−	framework 
enabling the 
implementation 
of the map 
and reducing 
operations.

O
pp

or
tu

ni
-

tie
s

−	 possibility to store Big Data via a distributed file system;
−	 possibility to process data from many sources with different structures;
−	 reduction of Big Data processing time due to parallel calculations;
−	 possibility to integrate with high-level programming languages (Python, Java);

Li
m

ita
tio

ns

−	 possible risks related to data security;
−	 possible problems with working with large files due to restrictions of the distributed 

file system;
−	 the need for manual implementation of algorithms by programmers;
−	 possible delays when performing reduction and mapping operations;
−	 required programming technical knowledge.

Source: Own work based on (Apache MapReduce, website state as of May 11, 2022;  
What is machine learning, website state as of May 11, 2022).

The indicated technologies constitute the basis of Big Data support in organizations.
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4.4. Information management

Information management can be defined as “controlling the course of information processes in order to optimize 
them” (Bojar, 2002, p. 307). Specifically, information management concerns the creation, acquisition, organi-
zation, storage, distribution, and use of information (Detlor, 2010). The basic concepts related to information 
management are information systems, information processes, and information security. Information systems 
transform data into information using procedures involving an integrated environment of hardware, software, 
and people (Hasan, 2018). An information system integrates an organization and its processes, thereby increas-
ing the efficiency of business management and its smooth operation. In the face of the challenges posed by Big 
Data, an efficient organizational information system should include processes, procedures, and technologies 
that will enable the transformation of data that meets the 5V attributes into valuable information necessary for 
the management and decision-making stage. 

An organization’s information system should also implement information security requirements. Information 
processed in an organization constitutes its strategic resources. Security incidents targeting information assets 
are a company-wide threat. The effectiveness of an information system is determined, among other things, by 
information security. Information security in organizations should be based on the general theory of security and 
the theory of systems security (Szczepaniuk et al., 2020). Furthermore, the security of information resources 
should be considered in the context of possible and probable threats (Szczepaniuk, 2015). Guidelines regarding 
information security determine organizational and technical measures to provide it. For this reason, the authors 
postulate the positioning of the Information Security Management System (ISMS) in the proposed framework 
for the systemic processing of Big Data in an organization. ISMS aims to minimize the risk of information 
threats through planning, organizational, technical, and control activities (see e.g., Szczepaniuk et al., 2020). 
Information security management should consider legal regulations, human resources, technical solutions, and 
appropriate organizational and procedural solutions (see e.g., Szczepaniuk, 2016; Szczepaniuk, 2015).

Depending on the purpose, the cybersecurity management model can have many elements. Tvaronavičienė et 
al. (2021) identify seven elements of the cybersecurity management model for critical infrastructure, which 
relate to the following categories: organization, technology, cyberculture, law, security, and strategy.

5. Results of empirical research

The article presents the results of quantitative empirical research that allowed us to identify the determinants of 
the effectiveness of Big Data processing.

The empirical research was conducted using the diagnostic poll method, survey technique, and expert interview 
technique. A survey questionnaire and an interview questionnaire were used as research tools. In the statisti-
cal analysis of the empirical research results, the authors applied Pearson’s chi-square test of independence. A 
significance level of α = 0.05 was adopted. The following form of Pearson’s chi-square test was used (see e.g., 
Turhan, 2020):

           
(1)

key:
 – Pearson’s chi-square test,

 – observed number,
 – expected number.

In order to determine the strength of the identified relationships, the C-Pearson contingency coefficient was 
used (see e.g., Hartmann et al., 2018):

                     
(2)
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key:
 – the C-Pearson contingency coefficient,

 – the chi-square statistic,
– the total sample size.

5.1. Structure of the processed data

The first stage of the research was to identify the structure of the data processed in the organizations under 
study. Recognition of the data structure included three key levels of analysis of the empirical research:
– identification of categories of Big Data sets processed in the surveyed organizations;
– identification of data models at the level of the organization’s information systems;

The survey questionnaire formulated a series of questions about data processing structure in organizations. The 
results of the survey are presented in Table 4.

Table 4. Categories of Big Data processed in the surveyed organizations

Big Data category
always often sometimes rarely never

Σ
N %N N %N N %N N %N N %N

unstructured data 29 16% 56 31% 60 34% 25 14% 8 5% 178
text data 21 12% 46 26% 56 31% 41 23% 14 8% 178

multimedia data 21 12% 46 26% 56 31% 41 23% 14 8% 178
flat files 43 24% 72 41% 33 19% 23 13% 6 3% 178

structured data 29 16% 61 34% 59 33% 22 12% 7 4% 178
geographic data 8 5% 12 7% 43 24% 68 38% 46 26% 178
real-time data 17 9% 31 17% 62 35% 50 28% 19 10% 178

natural language data 19 10% 29 16% 41 23% 60 34% 29 16% 178
linked data 12 7% 19 10% 31 17% 79 44% 37 21% 178

Source: Own work.

The table above shows that the surveyed organizations process various data sets. Respondents most often indi-
cate the use of flat files and structured data. In turn, geographic data and data described in natural language are 
rarely processed. The processed data structure results directly from the specificity of the business processes per-
formed in the surveyed organizations. However, the research indicates that organizations process both structured 
and unstructured data.

Effective processing of the categories of Big Data sets identified in Table 4 requires adequate data models at the 
level of information systems. Table 5 shows the primary data model implemented in the surveyed organizations’ 
information systems for Big Data processing.

Table 5. Data models implemented in IT systems of the surveyed organizations

Implemented data model Number of organizations (N) %N
relational 61 34%
key-value 20 11%
document 30 17%

graph 21 12%
wide column 20 11%

object-oriented 26 15%
Σ 178 100%

Source: Own work.
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Based on the results in Table 5, it can be concluded that the surveyed organizations mainly use the relational 
data model (34% of the surveyed companies) in processing Big Data. The article’s theoretical part indicated 
possible limitations of the relational model in the studied dimension. NoSQL class solutions constitute the 
remaining part of the used solutions. The document data model, used by 17% of the surveyed companies, is 
the most popular NoSQL data model. The graph data model and the key-value data model are used the least 
frequently. The use of these data models as the main one in Big Data processing is indicated by 11% of the 
surveyed organizations.

5.2. Cybersecurity assessment of Big Data processing

In the literature on the subject, it is widely recognized that cybersecurity is related to three key attributes, i.e., 
confidentiality, availability, and integrity (see e.g., Aminzade, 2018; Samonas & Coss, 2014). The ISO/IEC 
27001 standard also recommends the listed attributes at many stages of information security management (see 
e.g., ISO/IEC 27001). For this reason, our research is based on the information mentioned above security at-
tributes to assess the cybersecurity of Big Data processing. For the purposes of the study, it was assumed that 
individual information security attributes mean:
– confidentiality – Big Data sets are readable only by authorized users and IT systems;
– availability – users and IT systems have access to Big Data resources at a defined time in order to implement 
specific processes;
– integrity – Big Data sets have not been accidentally or intentionally modified during processing, transmission, 
and storage, if not required.

The research assumed that the assessment would be based on the number of incidents related to the attributes 
mentioned above of information security. The results of the survey are presented in Table 6.

Table 6. Evaluation of cybersecurity of Big Data processing in organizations

Incidents related to information  
security attributes

very often often sometimes rarely very rarely  
or never Σ

N %N N %N N %N N %N N %N
Confidentiality 4 2% 7 4% 39 22% 89 50% 39 22% 178

Availability 12 7% 24 13% 94 53% 36 20% 12 7% 178
Integrity 18 10% 27 15% 88 49% 31 17% 14 8% 178

Source: Own work.

Research results show that most security incidents occur in the area of data integrity. 25% of the surveyed or-
ganizations indicate very frequent or frequent problems in ensuring the accuracy and completeness of Big Data 
sets. Similar results also apply to the availability attribute. On the other hand, security incidents in the field of 
confidentiality occur much less frequently. The research results show that integrity and availability are the key 
challenges of future Big Data cybersecurity strategies.

5.3. Big Data processing conditions

One of the empirical research’s key objectives was to identify Big Data processing conditions in companies. 
This objective was achieved by:
– identification of technologies, techniques, and tools used in the surveyed organizations to process Big Data 
sets;
– identification of the most common problems related to Big Data processing.

The survey formulated a number of questions about the technologies and tools used in the surveyed organiza-
tions to process Big Data. The results of the research are presented in Table 7.
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Table 7. Technologies and tools used to process Big Data in the surveyed organizations.

Technologies, tools
always often sometimes rarely never

Σ
N %N N %N N %N N %N N %N

Inferential statistics 8 4% 25 14% 70 39% 58 33% 17 10% 178
Data warehouses 40 22% 68 38% 42 24% 22 12% 6 3% 178

Data mining 31 17% 64 36% 33 19% 35 20% 15 8% 178
Distributed processing 12 7% 28 16% 31 17% 33 19% 74 42% 178

Machine learning 8 4% 23 13% 28 16% 51 29% 68 38% 178
SQL queries 23 13% 41 23% 32 18% 38 21% 44 25% 178

Querying non-relational  
database systems 34 19% 43 24% 29 16% 26 15% 46 26% 178

Source: Own work.

Based on the obtained research results included in Table 7, it should be stated that the most popular technolo-
gies and tools used in Big Data processing are data warehouses and data mining. It means that the surveyed 
organizations rely on traditional IT solutions from the area of Business Intelligence. Some surveyed organiza-
tions point to the need to implement non-relational data models in Big Data processing based on implemented 
business processes. In terms of the least used technologies and tools, parallel and distributed processing and 
Machine learning should be pointed out. The research shows that the latest Big Data processing technologies 
are at the initial implementation stage in the surveyed organizations.

5.4. Big Data processing efficiency

As mentioned in the introduction, one of the article’s aims was to identify the factors influencing the effective-
ness of the organization’s IT systems in Big Data processing. The evaluation of Big Data processing efficiency 
was carried out multidimensionally, considering the criteria resulting from information management. Based on 
the conducted theoretical analysis, the authors formulated a research hypothesis assuming that the effectiveness 
of Big Data processing in organizations depends on the data model implemented in information systems. In 
order to verify the hypothesis, we developed a research model in which a number of dependent and independent 
variables were distinguished. Dependent variables result from the distinguished criteria for assessing effective-
ness based on the theoretical foundations of information management and are related to the guidelines for im-
plementing the digital economy. In the developed research model, the following variables were distinguished:
– independent variable A: the data model implemented in the organization’s information system;
– dependent variable B: efficiency of organizing information;
– dependent variable C: efficiency of information storage;
– dependent variable D: efficiency of producing new information.

The efficiency evaluation was initiated by identifying values for the assumed dependent variables. For this pur-
pose, a number of questions were formulated in the survey questionnaire to evaluate the efficiency of Big Data 
processing in the surveyed organizations. Table 8 presents the obtained results of the research.

Table 8. The efficiency of Big Data processing in the surveyed companies

The efficiency evaluation criteria
high average low

Σ
N %N N %N N %N

The efficiency of organizing information 52 29% 82 46% 44 25% 178
The efficiency of information storage 53 30% 89 50% 36 20% 178
The efficiency of producing new information 54 30% 79 44% 45 25% 178

Source: Own work.



JOURNAL OF SECURITY AND SUSTAINABILITY ISSUES
ISSN 2029-7017 print/ISSN 2029-7025 online

152

To statistically verify the research hypothesis, the authors used Pearson’s chi-square test of independence deter-
mined for all the distinguished criteria for assessing the efficiency of Big Data processing.

The study aimed to identify the relationship between independent variable A and dependent variables B, C, and 
D. The following set of statistical hypotheses was defined for the study:
–  H0 null hypothesis: there is no relationship between the independent and dependent variables;
–  H1 alternative hypothesis: independent and dependent variables are related to each other.

The value of the χ2 independence test for variables A and B is 19.46, and the associated probability value  
p = 0.035 with 10 degrees of freedom. Since the probability value p is less than the assumed significance level 
α = 0.05, the null hypothesis H0 should be rejected in favor of the alternative hypothesis H1. It can be concluded 
that the effectiveness of organizing information depends on the data model used.

The value of the χ2 independence test for variables A and C is 22.31, and the associated probability value p = 
0.01 with 10 degrees of freedom. Since the probability value p is less than the assumed significance level α = 
0.05, the null hypothesis H0 should be rejected in favor of the alternative hypothesis H1. It can be concluded that 
the effectiveness of information storage depends on the data model used.

The value of Pearson’s χ2 independence test for variables A and D is 20.53, and the associated probability value 
p = 0.02 with 10 degrees of freedom. Since the probability value p is less than the assumed significance level 
α = 0.05, the null hypothesis H0 should be rejected in favor of the alternative H1. It can be concluded that the 
efficiency of creating new information depends on the data model used.

5.5. Verification of research hypotheses 

The empirical research revealed statistically significant relationships between the dependent and independent 
variables. The C-Pearson contingency coefficient was used to determine the strength of the identified relation-
ships. Table 9 presents the verification of the research hypotheses.

Table 9. Verification of the research hypotheses and strength of identified relationships

Dependent variables

Chi-2 test C Pearson contingency 
coefficient

Empirical 
value p-value Significance 

level
Hypothesis 
verification

Empirical 
value

Relation 
strength

Independent variable - data models (variable A)

The efficiency of organizing information (variable B) 19,46 0,035
0,05

positive 0,82 strong
The efficiency of information storage (variable C) 22,31 0,01 positive 0,86 strong
The efficiency of producing new information (variable D) 20,53 0,02 positive 0,84 strong

Source: Own work.

The value of the C-Pearson contingency coefficient for all positively verified hypotheses is above 0.8, which 
indicates a strong relationship between the variables.

6. Model of effective Big Data processing

Empirical research has shown a statistically significant relationship between data models and the efficiency of 
Big Data processing in organizations. Based on the conducted literature review, theoretical analyses, and em-
pirical findings, the authors propose extending the layered perspective proposed by Cox and Ellsworth (1997) 
with a synergistic approach that considers organizational and information systems requirements. To this end, 
a systemic, three-layer model for the systemic processing of Big Data in organizations has been developed 
(Figure 2).
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Figure 2. Model of systemic processing of Big Data in an organization
Source: Own work.

The proposed model includes:
–  management layer,
–  decision-making support layer,
–  data models layer,
–  cybersecurity of information resources. 

The organization’s operational and business activities generate data that meets the 5V attributes (volume, ve-
locity, variety, veracity, and value). The indicated attributes constitute the entry to the proposed systemic Big 
Data processing model. The lowest layer of the proposed model is its foundation. In the layer of data models, 
data sources are structured for processing in higher model layers. The research shows that proper structuring 
of heterogeneous and inconsistent Big Data input is crucial for the effectiveness of decision support algorithms 
in higher layers of the model. Data that has been appropriately structured constitutes the input to the deci-
sion support layer. This layer contains algorithms and procedures for data analysis that enable information 
and knowledge extraction from data. The algorithms and procedures applicable in decision support are data 
warehousing, distributed processing, and Machine learning. Thanks to Big Data processing, the top layer is the 
beneficiary of the added value for the knowledge and information extracted in the lower layers. Simultaneously, 
the management layer is responsible for organizing the information system, managing information, defining 
performance criteria and guidelines for information security. Cybersecurity should be ensured at every stage of 
an organization.

The proposed systemic approach to Big Data in an organization fits into the primary areas of information man-
agement from the perspective of an organization and IT systems. Both perspectives are synergistically comple-
mentary, with the effectiveness of the proposed model being based on the resulting management decisions made 
on the basis of Big Data inputs. Based on the model shown in Figure 2, the output business knowledge obtained 
through Big Data processing by IT systems can be mathematically defined as follows:
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(3)

     

key: 
K – business knowledge;
A – algorithms and procedures of the decision-making support layer;
I – business information;
S – cybersecurity of information resources;
M – models for structuring data sources from the data model layer;
BD – input Big Data resources;
R – cybersecurity requirements;
SM – security measures.

7. Conclusions

Research findings show that the identified factors of Big Data processing efficiency in organizations can sup-
port the implementation of international strategies in the digital economy and data-based business models. 
Based on the analysis of the obtained research results, a framework for effective Big Data processing in the 
organization was proposed, taking into account the identified efficiency factors.

Concerning the research goals, the following conclusions were formulated:
1) The technical aspects of designing IT systems, including software programming, support the implementation 
of international data strategies and the development of smart cities.
2) Barriers to the development of the digital economy and smart cities can be reduced by the Big Data process-
ing efficiency factors identified in the study.
3) Data models are a critical intermediate layer between input data and data processing algorithms and deter-
mine the effectiveness of the entire Big Data analytics process.
4) Integrating distributed and heterogeneous Big Data resources can be reduced by models operating with a 
dynamic data schema (graph or document-oriented models).
5) The results of the cybersecurity evaluation indicate that the attribute of information integrity and availability 
will be the key challenges of future Big Data processing strategies.
6) Information security solutions should take into account potential threats and appropriate preventive meas-
ures. It is also crucial to implement the Information Security Management System, which will consider protect-
ing strategic Big Data resources at every stage of the organization’s functioning.

The issue of Big Data processing efficiency in organizations requires further research. The analysis of or-
ganizational processes suggests that the further development of Big Data technology will take place rapidly. 
Therefore, it is necessary to continue research on the effective processing of heterogeneous and inconsistent 
Big Data sets.
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